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Abstract

Methods like NeRF Mildenhall et al. (2021) that utilize volumetric neural rendering
can generate top-quality view synthesis results. However, this method is optimized
on a per-scene basis, making reconstruction quite time-consuming. Alternatively,
deep multi-view stereo methods offer quicker scene geometry reconstruction by
directly inferring the network. Using point cloud Guo et al. (2020) with the NeRF
takes the best aspects of these two methods, utilizing neural 3D point clouds as
well as neural features to model a radiance field. This method improves efficiency
due to its ability to gather neural point features near scene surfaces using a ray
marching-based rendering pipeline. This can be initialized through direct network
inference, creating a neural point cloud that can be fine-tuned to exceed the visual
quality of NeRF, all while benefiting from a training time. This method can also
be incorporated with other 3D reconstruction methods, managing any errors or
outliers through an innovative pruning and growing mechanism. Studies on several
datasets including NeRF Synthetics, DTU Jensen et al. (2014), ScanNet Dai
et al. (2017) and Tanks and Temples Knapitsch et al. (2017) demonstrate
that Pointcloud NeRF outperforms existing methods, earning its place as a
state-of-the-art solution.
*Bold letters haven’t been done this semester. Currently working on it.

1 Motivation

Reconstructing 3D images from 2D image data has always been a major and difficult hurdle. The fact
that cave paintings from 45,000 years ago have been converted into 3D format less than a decade
ago, that Monet’s Cathedral series has been reconstructed into a true 3D appearance using computer
graphics, and the evolution of Google Earth since 2020 shows how difficult this challenge is and only
recently has it begun to make progress 1.

Present methodologies, such as Neural Radiance Fields (NeRF) Mildenhall et al. (2021) and its
derivatives, despite their progress, face numerous complications. Specifically, these techniques utilize
global Multilayer Perceptrons (MLPs) for reconstructing radiance fields employing a complex process
of ray marching. This procedure often results in extended reconstruction periods due to the per-scene
network’s fitting times and the unnecessary sampling of extensive vacant spaces, negatively impacting
speed and efficiency.

To address these issues, we intend to introduce an innovative point-based radiance field representation,
Pointcloud NeRF, which employs 3D neural points for continuous volumetric radiance field modeling.
Unlike the traditional NeRF method, Pointcloud NeRF is innovatively designed for efficient initiation
using a feed-forward deep neural network Bebis and Georgiopoulos (1994) pre-trained across multiple
scenes.

The project’s challenges are considerable. Sophisticated data processing and computational abilities
are pertinent to these methods, required to create a continuous radiance field to render high-quality
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Figure 1: Effort to reconstruct 2D image into 3D

images. Striking a balance between maintaining quality and efficiency without compromising either
is an ongoing challenge. Therefore, our pursuit of a solution that can successfully respond to these
difficulties marks the non-triviality and significance of this issue.

In short, Pointcloud NeRF offers a promising direction toward effective reconstruction and photo-
realistic rendering, leveraging a novel point-based radiance field representation. The learnings
and advancements from our project hold great potential for propelling further breakthroughs and
improvements in computer vision and graphics.

2 Related Works

2.1 Neural Scene Representation

The use of neural networks for generating realistic novel views of scenes has sparked researchers’
interest in recent years. In the attempts to create more precise and authentic representations, different
approaches have emerged. These include the utilization of explicit representations like meshes Yang
et al. (2022), multi-plane images Flynn et al. (2019); Srinivasan et al. (2019); Mildenhall et al. (2019),
and point clouds Lassner and Zollhofer (2021); Xu et al. (2022). Each of these approaches has
provided strides toward developing more intricate and accurate scene reproduction.

Neural Radiance Field presents a unique approach that represents the scene as a differentiable density
field. Despite its novelty and effectiveness, NeRF grapples with slow sampling speed because
of volumetric ray marching. This challenge becomes a hindrance in situations that require quick
sampling and rendering.

To ameliorate these limitations, subsequent works have turned their focus on optimizing training and
seizing better rendering speed through space discretization Takikawa et al. (2021). Simultaneously,
storage optimizations have also been analyzed as a way to enhance performance Fridovich-Keil et al.
(2022). However, these solutions continue to lean on volumetric representations. While volumetric
representations contribute to image accuracy, they also come with the drawback of cubic growth in
encoded information, increasing the demand for computational resources.

Our proposed method deviates from these traditional methods by leveraging surface representations
which offer both efficiency and parsimony. This approach addresses the formidable challenges of slow
sampling speed and the high computational requirements associated with volumetric representations.

2.2 Point-based scene Representation

Recently, there have been advancements in integrating point clouds into NeRF models through the
use of advanced encoders Xu et al. (2022) or parsimonious point sets Zhang et al. (2023). This novel
approach includes the implementation of attraction features in the encoding process to further boost
the model’s performance. Our current project aims to surpass these existing models by innovatively
separating 2D and 3D feature extraction in the encoding process, supported by recent research studies.
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3 Method

3.1 Datasets

NeRF Synthetic datasets The base dataset is theNeRF Synthetic datasets Mildenhall et al. (2021)
for our study. These data, as the name implies, are synthetic or artificially created datasets used for
training or validating the NeRF models. These datasets are pivotal in posing problems and testing the
performance of the algorithms 1. This data can be easily downloaded through the URL on the official
site of Matthew Tancik, author of the paper NeRF.

Neural Radiance Fields (NeRF) is a machine learning approach for 3D scene reconstruction. NeRF
defines a fully connected neural network that learns to map 5D coordinates – 3D for spatial location
and 2D for viewing direction – to color and opacity, effectively learning a representation for the
scene’s volumetric appearance.

Here, the Synthetic datasets comprise 3D scenes of varying complexity. Each scene typically consists
of images captured from various positions and angles, mimicking different viewpoints. It can be
used to test various aspects of 3D scene reconstruction, such as how the algorithm performs under
conditions where objects’ shape, texture, illumination, and other factors change.

Each scene in the Synthetic datasets is associated with RGB images, usually captured from real
camera positions. In some datasets, synthetic images are created using digital 3D models, the quality
of which can be compared to real 3D capture data in experiments, thus providing insights into how
the NeRF model functions under a variety of circumstances.

The Synthetic datasets further aid in modeling complex physical properties such as illuminance,
dispersion, and translucency, thereby facilitating more intricate 3D reconstructions.

*Currently, I used only a chair Synthetic dataset. This will be extended into various materials in the
Synthetic dataset.

Other useful datasets There are various datasets that provides not only image, but also additional
information such as depth, viewing directions, and colors. The NeRF real datasets Mildenhall
et al. (2021): Provides real-world images, captured from different viewpoints. Tanks and Temples
DatasetKnapitsch et al. (2017): Tanks and Temples is a dataset specifically designed for benchmarking
3D reconstruction algorithms, offering detailed 3D point clouds instead of 2D images. These are
datasets that could also help to create the 3D representation of the scene.

*I’m planning to use those datasets after various experiments using the NeRF Synthetic dataset

3.2 Model Architecture

Our model is structurally bifurcated into two primary corridors: the Intermediate Neural Point Cloud
generation, and the Rendering and Optimization.

3.2.1 Intermediate Neural point cloud

In the Intermediate Neural Point Cloud phase, the model recruits multi-view images to conceive
an exhaustive depth for each perspective. This is achieved by harnessing the proficiency of three-
dimensional Convolutional Neural Networks (Gp), exercising a cost-volume approach. Concurrently,
two-dimensional traits are extracted from the assigned images by relying on a designated 2D CNN,
Gf . Subsequent to the aggregation of the depth map, the model kindles a radiance field built upon
these calculated points. Each point in the field is unambiguously denoted by its spatial position (pi),
an associated confidence coefficient (αi), and image features, fi, that remain unprotected.

3D CNNs To generate 3D point locations using cost volume-based 3D CNNs Cheng et al. (2020),
the method of MVSNet Huang et al. (2018) is used. These networks produce high-quality dense
geometry and generalize well across domains. For each input image Iq with camera parameters
pq at viewpoint q. First, construct a plane-swept cost volume by warping 2D image features from
neighboring viewpoints and then regress depth probability volume using deep 3D CNNs. A depth
map is computed by linearly combining per-plane depth values weighted by probabilities. Here,

1https://www.matthewtancik.com/nerf
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Figure 2: Overall model structure

we unprojected the depth map to 3D space to get a point cloud {p1, ..., pN} for each view q. This
technique is first introduced in Xu et al. (2022).

The depth probabilities describe the likelihood of the point being on the surface, thus, we tri-linearly
sample the depth probability volume to obtain the point confidence ci at each point pi. The process
can be written as:

{pi, ci} = Gpc(Iq,pq, Iq1,pq1, Iq2,pq2, ...) (1)

2D CNN 2D CNN Gf is used to extract neural 2D image feature maps from each image Iv . Here,
v is the new viewpoint provided to the 2D CNN model. The features maps are synchronized with the
point (depth) prediction from Gpc and are used to directly predict per-point features fi as:

{fi} = Gf (Iv) (2)

We specifically use a VGG network Simonyan and Zisserman (2014) architecture as downsampling
layers for Gf 2.

3.2.2 Rendering and Optimization

The second phase, rendering and optimization, involves the execution of differentiable ray marching
and computing shading in the vicinity of the neural point cloud, represented as (xa, xb, xc). At each
specific shading location, our approach clusters features from its K closest neural point neighbors
and compute the volume density, ρ, and radiance, r. The latter is sequentially accumulated by
capitalizing on the volume density, ρ. The outlined process is seamlessly trainable from start to finish,
and the point-based radiance field can be gradually refined, aligning with the rendering loss.

Optimization Idea The optimization task is quite similar among the NeRF-based models. Our
primary goal during the training phase is to minimize the distance between the rendered image Iq
from its corresponding ground truth image Igt. This distance metric is calculated as a weighted sum
of the Mean Squared Error (MSE) and the LPIPS metric Zhang et al. (2018). Therefore, the total loss
function Ltotal can be expressed as follows:

Ltotal = D(Iq, Igt) = ||Iq − Igt||2 + λ · ||F (Iq)− F (Igt)||2 (3)

Here, F(·) denotes the perceptual feature extractor. We set the hyperparameter λ to 0.1. The Adam
optimizer Kingma and Ba (2014) is used for the training of our model, which is conducted on the
GreatLakes NVIDIA V100 GPU.
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Figure 3: Qualitative result of NeRF synthetic chair dataset

4 Evaluation

4.1 Evaluation Process

In the context of this project, I initiated my approach with Point NeRF Xu et al. (2022) as the
Backbone code. The project entailed training the model on a NeRF synthetic chair dataset. To
augment learning capacity, modifications were made in the areas of meticulous hyperparameters
fine-tuning, and refining preprocessing operations. These improvements were integrated to enhance
the overall efficiency and efficacy of the learning algorithm. As mentioned in section3, the qualitative
result is when the hyperparameter is 0.1.

4.2 Qualitative Results

The qualitative results 3 are based on NeRF synthetic datasets, especially the chair dataset.
*This hasn’t been done this semester. Currently working on it.

4.3 Quantitative Results

Quantitative results are PSNR, SSIM Hore and Ziou (2010), and LPIPS Zhang et al. (2018). By
calculating the L2 distance of each of PSNR, SSIM, and LPIPS for the resulting 2D images and 3D
images, outputs show how similar the results are.
*This hasn’t been done this semester. Currently working on it.

5 Conclusion

The learning process for this project was an intricate one, comprising the integration of two cutting-
edge theories to innovate a new concept. This was indeed challenging, with various Convolutional
Neural Networks (CNN) demanding independent training. The project also entailed the application
of optimization techniques learned in class, especially within the rendering process that works to
convert a 2D image into a 3D one. This reiterated the fundamental fact that 3D reconstruction centers
on extracting the absent data.

From a broader perspective, the project revealed inevitable strengths and weaknesses of the employed
methods. While the ability to create multi-dimensional visuals stood out as a significant advantage,
the complexities of multiple network training and data optimization presented some challenges.
The successes of the project resonated through the successful creation of 3D representations, but
the attempts also brought to light certain failures. Some methods did not prove to be as fruitful as
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initially presumed. There were instances when outcomes were subpar as a result of missing data
and unexpected complications, underscoring the real-world complexities involved in theoretical
implementations.

The most regrettable aspect was my level of capability. I realized that a considerable amount of effort
from the top scholars goes into researching interesting subjects immediately. I plan to resolve this
and compete with them in the future.
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